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Highlights 
 

• This paper reports the findings of a large-scale trial (140 schools across 

England) of an intervention that aims to embed high-quality formative 

assessment in teachers' practice. The sample seems representative (in 

terms of observable characteristics) of schools in England. 

• The trial was rigorously designed and its analysis was pre-registered, 

which is important to the credibility of the findings. 

• The pre-registered primary analysis estimates an effect size of 0.09 on 

pupils attainment at GCSE (age 16 national examinations), which we 

view as a medium-sized effect, particularly in the context of a low-cost, 

scalable programme. 

• Sub-group analysis is encouraging for the possibility that this 

intervention can help to narrow the attainment distribution (more 

effective among those with lower levels of prior attainment), although not 

for the possibility of weakening the link between SES and attainment. 
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Why does this matter?  

This trial demonstrates the effectiveness of a light-
touch whole school intervention seeking to embed 
high-quality formative assessment into teachers 

practice. 
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Abstract

Evidence suggests that adapting teaching responsively to pupil assessment can be ef-
fective in improving students’ learning. However, existing studies tend to be small-scale,
leaving unanswered the question of how such formative assessment can operate when
embedded as standard practice. In this paper, we present the results of a randomised trial
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1 Introduction

“Practice in a classroom is formative to the extent that evidence about student
achievement is elicited, interpreted, and used by teachers, learners, or their peers,
to make decisions about the next steps in instruction that are likely to be better,
or better founded, than the decisions they would have taken in the absence of the
evidence that was elicited” (Black and Wiliam, 2009)

‘Formative assessment’ (Bloom, 1968; Bloom et al., 1971) often used interchangeably with the
term ‘assessment for learning’ (Mittler, 1973; Wiliam, 2011), refers to any assessment activities
undertaken by teachers–and by students themselves–to obtain evidence which is then used to
adapt teaching and/or learning methods to meet student needs and improve learning outcomes
(Black and Wiliam, 1998a). Use of the term in this way goes back to at least 1968 (Bloom,
1968), with notable reviews of its use by Natriello (1987) and Crooks (1988). In more recent
years the approach was particularly popularised by Black, Wiliam and colleagues including
through books aimed at practitioners (Black and Wiliam, 1998b; Black et al., 2003; Wiliam,
2017). A substantial literature theorising (Black and Wiliam, 2009, 2018), developing (Clark,
2015) and critiquing (Bennett, 2011) the approach continues to thrive.

Since high-quality feedback is key part of formative assessment (Sadler, 1998; Nicol and
Macfarlane-Dick, 2006), it is heartening that pre-existing reviews of the effectiveness of im-
proving feedback have concluded that it does improve students’ learning (Hattie and Timperley,
2007). This includes the Education Endowment Foundation (EEF) toolkit review of the previous
evidence, although this notes that “[m]any of the studies included are small scale studies from
psychology which demonstrate theoretical principles, but which may be difficult to generalise to
educational practice” (Education Endowment Foundation, 2018). However, Kingston and Nash
(2011) are more critical of the existing evidence base for formative assessment interventions
and conclude the title of their meta-analysis on this topic (which finds an overall weighted mean
effect size of 0.20 and a median effect size of the studies reviewed of 0.25) with a call for more
high-quality studies.

We would agree that the body of evidence is lacking in some respects. The evidence that exists
is largely based on relatively small studies with committed teachers, supported by the close
involvement of a team of researchers and recognised experts in the field (e.g. Andersson and
Palm, 2017; Havnes et al., 2012). In one such example, particularly relevant to this study, as
it was led by one of the co-developers of the intervention evaluated in this paper, Wiliam et al.
(2004) found a mean effect size of 0.32 on pupil attainment in participating classes, compared
to carefully selected comparator classes within the same schools. Smaller scale studies such
as these do offer more scope to explore the psychological underpinnings of how an intervention
such as this might engender the substantial change in teachers’ practice needed to affect pupil
outcomes (Andersson and Palm, 2018).

Nevertheless, many features of these studies may lead us to think that it will be difficult to
reproduce effects at a larger scale, particularly of a similar magnitude, especially as the EEF
toolkit notes that “larger scale educational studies [of feedback interventions] tend to have
lower effects” (Education Endowment Foundation, 2018). Moreover, other studies that have
evaluated attempts to roll-out formative assessment in a more ‘hands-off’ style have found
much less encouraging, including negative, results (Smith and Gorard, 2005).

However, that is what the intervention in this study set out to achieve. The ‘Embedding Forma-
tive Assessment’ (EFA) intervention builds on Wiliam and Black’s research (Black and Wiliam,
1998a, etc.), and Wiliam and Leahy’s experiences with implementing formative assessment
programmes (Leahy and Wiliam, 2012). Broadly, the intervention aims to support teachers
to embed formative assessment strategies in their teaching practice in order to improve pupil
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learning outcomes and attainment. As such, this research differs from previous studies on the
effect of formative assessment in that it includes a much larger group of schools (70 treated;
70 control) and delivery that is self-administered by schools with extremely limited day-to-day
engagement by experts. In effect, it is not just a test of formative assessment itself but also of
this method of embedding the practice in schools. This is important because such approaches
will be required for the scalability of any intervention, no matter how effective when delivered
in a tightly controlled and supported manner.

Furthermore, we test the effectiveness of EFA using the highly-robust research design of a
randomised controlled trial. The approach we follow is carefully chosen to minimise the po-
tential for bias in the treatment effect, including conducting primary analysis on an ‘intention
to treat’ basis, pre-registration of planned analyses to avoid ‘p-hacking’, and use of adminis-
trative outcome data to minimise the potential for selective attrition. Furthermore, the primary
outcome chosen is pupils’ performance in England’s national, high-stakes, externally assessed
examinations at age 16 (known as GCSEs; General Certificates of Secondary Education). This
increases our confidence that the findings are not driven by choosing a test on which the inter-
vention is particularly able to improve performance, which might not then be replicated in tests
(such as GCSEs) shown to affect pupils’ subsequent educational transitions (Anders, 2012;
DfE, 2013) and later labour market outcomes (McIntosh, 2006). We believe our approach pro-
vides the best available evidence from a single study on the effectiveness of this approach to
improving pupil attainment.

The main research questions this study was designed to address are as follows:

1. Primary: What is the effect on children’s attainment in GCSE examinations (measured
using the aggregate Attainment 8 score) at age 16 of two years of exposure to the Em-
bedding Formative Assessment programme to improve teachers’ formative assessment
practices through collaborative learning?

2. Secondary: What is the effect on children’s attainment in GCSE Mathematics at age 16 of
two years of exposure to the Embedding Formative Assessment programme to improve
teachers’ formative assessment practices through collaborative learning?

3. Secondary: What is the effect on children’s attainment in GCSE English at age 16 of
two years of exposure to the Embedding Formative Assessment programme to improve
teachers’ formative assessment practices through collaborative learning?

The paper proceeds as follows. We begin by discussing the intervention and previous evidence
on its efficacy in Section 2. Next, in Section 3 we introduce the data that we use as part of
this project. The design of the evaluation and the analyses we conduct are reported in Section
4. These analyses include consideration of the balance and representativeness of the sample,
as well as the impact estimation itself. The results of these analysis are reported in Section 5.
Finally, we conclude in Section 6.

2 The intervention

This research project attempts to estimate the impact of the introduction of the “Embedding
Formative Assessment” (EFA) teacher professional development programme (Leahy and Wil-
iam, 2013) into a school on pupils’ attainment. Embedding formative assessment in teachers’
practice systematically across a school requires engagement at all levels of a school, mak-
ing it a kind of whole-school complex intervention of the kind that it has been highlighted are
likely to be needed to improve practice (Leithwood et al., 2006; Anders et al., 2017). This also
concords with one of the developer’s previous work on the need for interventions to be ‘tight
but loose’ (Thompson and Wiliam, 2008) if they are to be successfully scaled up in diverse
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contexts.

EFA is designed to be an ongoing activity within a school. For the purposes of its evaluation, it
was introduced to participating schools to be carried out for a minimum of two years, during the
2015/2016 and 2016/2017 academic years, with outcomes of interest measured at the end of
this period. All classroom teachers in treated schools participated in the intervention and were
expected to implement the strategies in lessons to pupils in all year groups across the school.
The programme consists of nine monthly Teacher Learning Communities (TLCs) workshops
across each academic year and monthly peer observations. Dylan Wiliam and Siobhan Leahy
designed the intervention and the programme materials, and it was delivered by the Schools,
Students And Teachers’ network (SSAT). SSAT is an independent membership organisation of
schools which states that its “professional development and school improvement programmes
help leaders and teachers to further outcomes for all young people, and develop leadership at
all levels across the system” (SSAT, 2018).

The main element of EFA is the monthly Teacher Learning Community (TLC) workshops, which
most participating schools arranged during time they already used for Continuing Professional
Development (CPD). Each TLC workshop involves a group of teachers feeding back on their
use of techniques, sharing new formative assessment ideas to try, and personal action plan-
ning for the coming month. It seems important, given the findings of Kennedy (2016) regarding
differential effectiveness of professional learning communities, that there is clear guidance on
structure and content to engage with as part of these meetings. The resource pack advises
schools to have cross-curricular groups with ideally 10-12 teachers in each, but no fewer than
8 and no higher than 14. Each workshop lasts around 75 minutes and follows a similar pat-
tern:

• introduction including the learning intentions for the session (5 mins);

• a starter activity (5 mins);

• feedback from all teachers on techniques they have attempted since last session (25
mins);

• formative assessment content (20 mins);

• action planning (15 mins); and

• summary (5 mins).

In addition, teachers are asked to pair themselves for monthly peer lesson observations in be-
tween each TLC workshop. The peer observations can be for entire lessons or for 20 minutes
at the start, middle, or end of a lesson. Pairs will then need to find 15 minutes to provide
feedback to each other after each observation.

The intervention materials are provided to support teachers to deliver and guide themselves
through the TLC workshops and conduct peer observations. The electronic resource pack
included:

• TLC agendas;

• TLC leader’s agendas;

• TLC handouts including role of challenger;

• personal action plans;

• peer lesson observation sheets;
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• AfL (Assessment for Learning) materials including booklet, presentation slides and films
of Dylan Wiliam, interviews with teachers, and videos of teachers implementing the tech-
niques in their classrooms; and

• classroom materials.

TLC workshop agendas and materials covered a variety of topics revolving around five key for-
mative assessment strategies: clarifying, sharing and understanding learning intentions; engi-
neering effective classroom discussions and activities; providing feedback that moves learning
forward; activating learners as instructional resources for one another; and activating learn-
ers as owners of their own learning. Within each of these strategic concepts, the workshop
handouts introduced a number of formative assessment techniques for teachers to try.

The broad aim of the TLC workshops and peer observations is to improve teaching and learn-
ing by embedding formative assessment strategies in teaching practices. Teachers were re-
quired to attempt to address all five broad formative assessment strategies in their classroom,
but the specific techniques that they used within each strategy was up to the individual teacher.
The intervention is primarily a ‘strategy-based’ approach to use of formative assessment, which
has been criticised by Coffey et al. (2011) as missing opportunities for engagement with dis-
ciplinary substance. However, others have argued that this is where the strength of the exist-
ing evidence of the effectiveness of formative assessment lies (Shepard et al., 2017; Wiliam,
2018).

Within each school, a lead teacher was responsible for implementing the programme and ap-
pointed the required number of teachers to lead/facilitate each monthly TLC group. The main
support mechanism was the resource pack. In addition, the lead teacher attended an initial
training day run by one of the pack developers, Dylan Wiliam, and received ongoing support
from a designated SSAT Lead Practitioner. Provision of this initial training day was specific to
this evaluation and is not routinely provided to schools purchasing the EFA pack; the effect of
the single day workshop was not assessed as part of the evaluation design, though the pro-
cess evaluation showed that lead teachers found it inspirational to meet and work with Dylan
William, which potentially led to higher buy-in. Most of these Lead Practitioners were currently
school-based in a middle or senior leadership position, with a track record in delivering EFA
in schools. They were also trained and supported by SSAT to ensure a consistent structure
to their support. Support from Lead Practitioners involved a face-to-face meeting at the start
of the project and at the end of the first year. The SSAT Lead Practitioner was also available
to be contacted on phone and email throughout the initial two-year programme. Additionally,
schools had access to an online forum to share resources.

Optimal treatment fidelity was emphasised during the initial training day and in the intervention
materials. The resource pack does suggest some possibilities to adapt, mainly the possibility
of having same-subject TLC groups and reducing the length for smaller groups to one hour. In
addition, the materials emphasise that teachers are free to choose which techniques to imple-
ment and experiment with, as long as they attempt to address elements of the five broad for-
mative assessment strategies in their classroom. The materials advise that any whole-school
policies on preferred techniques should be deferred until the second year of implementation.
After the intervention, SSAT acknowledged that it should have made it more explicit to schools
exactly what changes and adaptations were permitted as part of the programme. After the
intervention, SSAT provided the evaluation team with a further list of minor permitted changes
such as choosing between the starter activities, choosing to share learning materials in differ-
ent ways (for instance in advance of a TLC), making changes to groups in Year 2 due to staff
changes and movement to improve group dynamics, adopting minor language changes such
as referring to peer observations as ‘peer support’, and using electronic formats of materials
and handouts.
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The process evaluation, carried out as part of the project, explored fidelity to the intervention
design to provide a better understanding of this variation and reasons for adaptations. This in-
cluded an end-of-project survey of lead teachers and visits to ten case study schools. Overall,
this qualitative work found a high level of variation in how schools implemented the interven-
tion, although some of this is to be expected within the ‘tight but loose’ framework (Thompson
and Wiliam, 2008). While schools generally achieved the broader aim of facilitating dialogue
and reflection, sharing of practices, and trialling of formative assessment techniques through
the use of monthly workshops, implementation of the programme varied significantly. Most
case study schools had made adaptations to the programme, some of which were substantial,
particularly ahead of the second year of implementation. In particular, variation was found in
relation to the format/structure of TLCs and the use and frequency of peer observations.

3 Data

Both primary and secondary outcomes are derived from pupils’ performances in England’s na-
tional public examinations at age 16 (known as General Certificates of Secondary Education,
or GCSEs). As such, our measures of attainment are externally validated and widely recog-
nised. GCSE invigilation is blind and independent and because they are high stakes tests the
pupils will be equally motivated to perform well in each arm.

Data have been obtained for this analysis directly from the National Pupil Database (NPD)
held by the UK Department of Education (DfE). As a result, test scores are available for the
vast majority of our sample. These scores were obtained for pupils who are in Year 10 (age
15) in participating schools at the start of the intervention, with exception of pupils whose
parents contacted their schools to indicate that they did not wish their offspring’s data to be
processed for this purpose. This exception was made in order to comply with ethical and
legal considerations. Provision of information about the trial and the process for objecting to
data processing was carried out prior to randomisation, meaning that it is unlikely to be occur
differentially between treatment and control groups. While objection could be made at any time
during the project, in practice this occurred almost exclusively prior to data collection.

The primary outcome is pupils’ GCSE Attainment 8 score (DfE, 2018), which is one of Eng-
land’s main accountability for secondary schools and, as such, is widely recognised and clearly
a measure in which schools take a keen interest. The measure provides a summary of pupils’
performance across a range of subjects by aggregating pupils’ best eight GCSE (General Cer-
tificate of Secondary Education; the main examinations taken by pupils at age 16) grades and
double-weighting those for English and maths.1 As such, the aggregated Attainment 8 score
can range from 0 to 90. We plot a histogram of the distribution of this variable (separately for
treatment and control groups) in Figure 1.

[Figure 1 about here.]

The two pre-registered secondary outcome measures were students’ numerical grades for
mathematics and English,2 which again range from 0 to 9. Performance in English and maths
are a core part of another of England’s accountability measures: the English Baccalaureate.
As such, performance in these key subjects is, again, instrumentally important for English
schools. More importantly, performance in all these tests has also been found to be important
for pupils’ future life chances, with evidence that GCSE performance predicts later educational

1Specifically, we use the variable KS4_ATT8, as provided in the DfE’s National Pupil Database. There is no
longer any need to convert between letter grades and numbers (as described in the project protocol) as this cohort
received GCSE numerical grades, introduced in 2016/2017, which range from 0 to 9.

2Specifically, we use NPD variables KS4_APMAT_PTQ_EE for maths performance and KS4_APENG_PTQ_EE
for English performance.
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outcomes such as university attendance (DfE, 2013; Anders, 2012) and labour market out-
comes (McIntosh, 2006). In particular, there may be a particular benefit from performance in
English and maths (Dolton and Vignoles, 2002). In this paper, we also conduct exploratory
analysis of pupils’ performance in science, humanities and languages3 to provide additional
context to our overall findings.

Prior attainment of the same pupils when aged 11 (measured using national examinations
taken at the end of primary schooling)4 were also obtained. These provide us with information
useful to assessing the extent to which treated and control schools are balanced on observable
characteristics and, given the predictive power of prior attainment, improving the precision
of our treatment estimates. Previous work has estimated strong correlations between these
national measures of performance at ages 11 and 16 (Benton and Sutch, 2014), something
borne out in the our analysis below. Pupils without prior attainment (less than 2% of the total
sample) are excluded from all modelling to ensure consistency of the composition of the sample
across models whether or not this is included as a covariate.

We report the trial’s CONSORT diagram in Figure 2, demonstrating the flow of schools and
pupils through the trial. This highlights the very low levels of attrition from the trial, particularly
in terms of follow up, demonstrating the significant benefits of using administrative data as the
source of the prior attainment and outcome measures. What loss there is appears primarily to
be due to individuals not studying mathematics or English GCSEs, which is in some ways an
outcome in itself.

[Figure 2 about here.]

We also worked with the project delivery team to define and capture two binary indicators of
compliance with the programme:

• ‘Minimal’ compliance, simply an indicator of whether the school was still at all engaged
with the programme by the end of the two years. 58 of the 70 treatment schools fall into
this category.

• ‘Maximal compliance’, based on survey responses by SSAT Lead Practitioners indicating
that the school has fully committed to the project providing wrap around support indi-
cated by the response “Staff are supported beyond TLC meetings, with support/time to
complete peer observations. The project is high profile with staff and students. There
is regular input e.g. briefings, newsletters, celebration events etc.”. Only 14 of the 70
treatment schools fall into this category.

We note that some concerns were raised about this measure of compliance as part of the pro-
cess evaluation. The compliance measure was compiled by individual SSAT Lead Practitioners
who had relatively limited involvement in the schools, meaning they may not have been in the
best place to make these judgements. In addition, the process evaluation found that people
involved in the intervention had very different interpretations of what constituted high and low
engagement and compliance.

4 Design and analysis

4.1 Evaluation design

In this paper, we estimate the effect of a school participating in the ‘Embedding Formative
Assessment’ programme using a randomised controlled trial (RCT). As the intervention is in-

3Specifically, we use the NPD variables: KS4_SCIATT_PTQ_EE for science; KS4_EBACHUM_PTZ_EE for
humanities; and KS4_EBACLAN_PTQ_EE for languages.

4Specifically, we use the NPD variable KS4_VAP2TAAPS_PTQ_EE.
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herently whole school in nature, it is not possible to randomise the treatment within schools (for
example, to half the teachers in a school). Instead, we selected a two-armed blocked/stratified
school-level cluster randomised controlled trial (cRCT).

Blocking/stratification was undertaken to minimise the risk of bias at baseline by factors of
particular relevance to the study. Proportion of the school eligible for free school meals (FSM)
was chosen as a factor because of our intention to carry out a subgroup analysis for pupils
meeting this criteria. School attainment was also used as a blocking factor because of the
potential for differential impact of EFA by ability. For each characteristic, schools were split into
three equally sized quantile groups; blocks were then formed by the nine possible combinations
of these three groups. Since the two blocking characteristics are (negatively) correlated, this
could have resulted in the blocks for high attainment and high FSM proportion, and for low
attainment and low FSM proportion, being small. As such, block combination rules were drawn
up with any block with fewer than six schools being combined with the block with the same level
of students achieving five A*-C at GCSE, but a higher proportion of FSM students (unless it
is the high FSM block, in which case it would be combined with the medium block instead).
However, this was not implemented in practice as all blocks were sufficiently populated.

A power calculation was conducted to estimate the sample size required to achieve a Minimum
Detectable Effect Size (MDES) of 0.20 for a statistical test at the 0.05 level of significance with
0.8 power. These calculations were based on the following assumptions: an expected average
of 100 students in Year 10 at each participating school at the start of trial, a within-school pre-
test to post-test correlation of 0.66, a between-schools pre-test to post-test correlation of 0.57,
and an 0.20 intra-cluster correlation in the outcome measure. These calculations suggested
that recruitment of 120 schools would meet this requirement. Ultimately, the project team were
successful in recruiting 140 schools, which contributed to a reduction in the MDES achieved to
0.18.

Within the nine blocks, participating schools were randomly assigned to one of two trial arms
in equal proportions. These arms were:

• the treatment group, which received the intervention described in Section 2 above; or

• a control group, which received a one-off payment of £300 at the start of the trial (Septem-
ber 2015), which is equivalent to the cost of purchasing the EFA pack from SSAT.

The control group was a ‘business as usual’ control in that there were no restrictions placed
on how control schools took forward formative assessment techniques as part of their usual
teaching and learning activities. Some treatment and control schools may have accessed the
pack prior to the intervention but SSAT prevented the control group from buying the pack for
the duration of the trial.

This random assignment was carried out as follows. Each school was assigned a randomly
generated number between 0 and 1 using the Stata ‘runiform’ function with seed 2387427 to
allow for verification. Schools were sorted by blocking variable and, within each block, by the
random number. The first school was randomised to treatment or control; each subsequent
school was then assigned to the opposite outcome of the previous school. Since this randomi-
sation process was automated using statistical software Stata it was, in this sense, blind.

The evaluation design was published in an evaluation protocol (Anders, 2016) and registered in
the ISRCTN registry with registration number ISRCTN10973392 (ISRCTN, 2015). The study
was approved through the ethics processes of the National Institute of Economic and Social
Research.

11



4.2 Balance and representativeness

Randomisation of schools to treatment and control groups leads to balance of all observable
and unobservable characteristics between these groups, in expectation. However, there always
remains the risk of differences emerging by chance or due to post-randomisation selection
effects (such as non-random attrition). While our design aims to minimise such possibilities,
through use of blocking on key characteristics in randomisation to reduce imbalance and the
use of administrative data to avoid missing outcome measurement (only 0.2% of the primary
outcome data is missing at the pupil-level), it is important to verify observable differences are
minimal.

To do this, we report key school- and pupil-level characteristics in our sample, in the treatment
and control groups, and the differences between these two groups. In the case of categorical
characteristics, these differences are expressed in terms of percentage point (%pt.) differ-
ences; in the case of continuous characteristics, these differences are expressed in terms
of both unstandardised median differences and standardised mean differences (Imbens and
Rubin, 2015). The standardised difference is calculated as the unstandardised difference be-
tween the mean of the characteristic in each group divided by the overall sample standard
deviation, as follows:

δ =
µTreat − µControl

σSample
(1)

To provide additional context, we also (where possible) report details of the corresponding
national average characteristics. This provides important context about the representativeness
of our sample of schools relative to those in the country at large.

4.3 Primary analysis

Our primary analysis, as pre-registered in the evaluation protocol (Anders, 2016), estimates
the effect of the intervention (captured by a school-level binary variable) on pupils’ Attainment
8 GCSE score among the intention to treat (ITT) sample using a linear regression model in-
cluding a school-level random effect:

yij = α+ β1Treatj + β2KS2ij + Blockj + γj + εij (2)

where y is the outcome variable of interest for pupil i in school j, Treat is a school-level treat-
ment indicator, KS2 is a pupil-level variable capturing pupils’ prior attainment in order to im-
prove the precision of our treatment estimates (KS2 refers to tests taken at the end of the
English Education’s Key Stage 2 i.e. at age 11), Block is a vector of randomisation blocks, γ is
a school-level random effect, and ε is a pupil-level idiosyncratic error term. All standard errors
are calculated taking into account the potential for school-level clustering effects.

We estimate three further related models as follows:

• M0: simple linear model (i.e. excluding the school-level random effect) including only the
treatment dummy variable to demonstrate the result based on raw difference in means;

• M1: linear model including only the treatment dummy and school-level random effect;

• M2: as M1 but adding KS2 prior attainment to increase the precision of the treatment
estimate (Bloom et al., 2007);

• M3: as M2 but adding randomisation block dummy variables (i.e. the full specification
outlined above) to ensure analysis fully aligns with evaluation design (Rubin, 2008).
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To aid comparability with other evaluations of similar interventions, we convert the treatment
effect estimate recovered by β1 into an effect size. We do this by dividing the raw estimate
by the unconditional total pooled standard deviation (Cohen, 2013) of the outcome variable as
follows:

δ =
β1

σpooled
(3)

where β1 is the estimate of the treatment effect derived from the primary analysis model in
equation 2, and the pooled unconditional total standard deviation σpooled is estimated as fol-
lows:

σpooled =

!
(ntreat − 1)σ2

treat + (ncontrol − 1)σ2
control

ntreat + ncontrol − 2
(4)

in which σ2
treat is an estimate of the unconditional total variance in the treatment group and

σ2
control is an estimate of the unconditional total variance in the control group both estimated

from the intention to treat sample used in the primary analysis.

4.4 Additional analysis and heterogeneity

We conduct a number of additional analyses of three main types:

1. Secondary outcome analysis

2. Sub-group (heterogeneity) analysis

3. Complier analysis

Most of these analyses are pre-registered in the project’s protocol and statistical analysis plan,
however a small number were not included so should be treated as exploratory. These are
clearly identified when they are introduced and in reporting the results so that appropriate
caution may be taken in their interpretation.

All the secondary outcome analyses are estimated in exactly the same way as the primary
analysis, other than the substitution of the outcome variable. As noted above, the two pre-
registered secondary outcome measures were student’s numerical grades for mathematics
and English. In addition, we consider pupils’ performance in science, humanities, and lan-
guages as additional exploratory analyses.

All the sub-group analyses are estimated in exactly the same way as the primary analysis, other
that the exclusion from the estimation sample of those not fitting the sub-group criterion. Some
of these sub-groups are defined on a pupil-level basis and some are defined on a school-level
basis. The school-level sub-groups were not identified in the project protocol and, as such,
should be treated as exploratory.

The pupil-level sub-groups considered are as follows:

• Free School Meals (FSM) eligible pupils, specifically those who have ever been identified
as eligible for Free School Meals in the National Pupil Database;

• Low prior attainers, defined as the bottom tertile of prior attainment defined using Key
Stage 2 (age 11) test performance;

• Medium prior attainers, defined as the middle tertile of prior attainment defined using Key
Stage 2 (age 11) test performance;
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• High prior attainers, defined as the top tertile of prior attainment defined using Key Stage
2 (age 11) test performance.

The school-level sub-groups considered are as follows:

• Low average prior attainment, defined as the bottom tertile of prior average attainment
as described for the purposes of randomisation blocking;

• Medium average prior attainment, defined as the middle tertile of prior average attainment
as described for the purposes of randomisation blocking;

• High average prior attainment, defined as the top tertile of prior average attainment as
described for the purposes of randomisation blocking.

• Non-TEEP schools, defined as schools not subsequently identified by SSAT from their
administrative records as also participating in the Teacher Effectiveness Enhancement
Programme (TEEP);

Complier analyses are carried out using a two stage least squares instrumental variables tech-
nique by estimating a (first stage) model of compliance, as follows:

Complyj = α+ β1Treatj + β2PreTestij + Blockj + ξij (5)

where Comply is a binary compliance variable (discussed in Section 3), and ξ is an error term.
The predicted values of Comply from the first stage are used in the estimation of a (structural)
model of our outcome measure yij . Note that no school-level random effect is included in the
instrumental variable modelling. In other respects, the specification remains the same as the
primary outcome ITT model. The second stage model is specified as follows:

yij = α+ β1 !Complyj + β2PreTestij + Blockj + ωij (6)

where !Complyj are the predicted values of treatment receipt derived from the first stage model,
and ω is an error term. Our primary outcome of interest will be β1, which should recover the
effect of the intervention among compliers. Standard errors will be clustered at the school level
and adjusted due to the instrumental variables approach.

4.5 Process evaluation

The implementation and process evaluation, carried out as part of the project, included a num-
ber of elements. Visits were carried out in ten treatment schools between May 2016 and
September 2016. These visits included interviews with lead teachers, focus groups with TLC
leads and teachers, observations of TLC sessions and in some cases an interview with the
headteacher. Case study schools were selected to include a variety of delivery contexts in
accordance to Ofsted rating, proportion of FMS pupils and geographical location, but the sam-
ple is not necessarily representative. As such, the qualitative findings provide useful insights
about the range and diversity of views and experiences, rather than necessarily the views of
the wider population. The data was analysed in NVivo using a framework approach, coding
the data into themes and issues.

In addition, lead teachers in treatment schools and lead applicant contacts in control schools
were surveyed at the end of the project between June and July 2017. The treatment survey
was completed by 40 schools, equivalent to 57 per cent of all treatment schools, or 69 per
cent of schools that finished the programme. The control survey was completed by 39 schools,
equivalent to 57 per cent of control schools. Finally, the initial training day in September 2015
and the end-of-project event in September 2017 were observed, and all training content and
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project resources were reviewed.

5 Results

5.1 Balance and representativeness

Baseline characteristics by treatment group are reported in Table 1. Given that these groups
were randomly assigned we have no reason to expect systematic differences between them in
terms of any observable or unobservable characteristics. However, it is nevertheless important
to check for these which might indicate problems such as systematic differential attrition.

Reassuringly, there is no evidence of such differences. At the school-level there are similar
proportions of ‘academy’ schools and schools with Ofsted ratings of good or outstanding in the
treatment and control groups. In terms of pupil characteristics, a similar proportion of pupils
are eligible for free school meals (a proxy for low income) in both groups and prior attainment
is also similar both in terms of the median (29.05 vs 28.91) and the mean (27.0 vs. 26.81).
There is a slight difference in the number of Year 11 pupils between the two groups, with the
control group schools having marginally more pupils in Year 11 than in the intervention schools
(medians of 179 vs. 175.5).

Overall, there is little to suggest systematic differences between the groups in terms of these
observable characteristics. We believe that this adds to the confidence that our trial has strong
internal validity and, thus, that the treatment estimates reported below may be interpreted as
causal.

However, we should also consider the external validity of these results and, hence, the extent
to which we believe our findings to be generalisable to the wider population of schools in
England. To understand this, we compare our sample with nationally reported statistics about
these school- and pupil-level characteristics.

The sample of schools included in this project are slightly less likely to be religiously affiliated,
more likely to be academies, are slightly larger, have a larger share of pupils eligible for FSM
(which was targeted in recruitment), and a larger share of pupils for whom English is an ad-
ditional language. However, with the possible exception of the proportion that are academies,
we do not think our sample is dramatically different from a nationally representative sample,
at least in terms of observable characteristics. Unfortunately, we are not able to compare the
measure of prior attainment we use, as average point scores are not reported in the national
statistics for this year; that said, the other characteristics that we are able to compare are
not suggestive of a particularly more advantaged sample of pupils, who we might expect to
perform better. Overall, we think this analysis is encouraging for our ability to generalise our
findings.

[Table 1 about here.]

5.2 Primary analysis

In this section, we report the outcomes of our pre-registered primary outcome analysis models,
contextualised with related models. These are reported in Table 2, with the pre-registered
primary analysis model is reported as M3. The treatment effect converted into a Cohen’s d
effect size5 is reported at the base of the regression table.

[Table 2 about here.]
5Adjustment of our reported Cohen’s d effect size into a Hedges’ g effect size (Hedges, 2007) makes no dif-

ference to the effect sizes in this paper when reported to two decimal places as the correction factor becomes
exceedingly small as a trial grows in size.

15



Although the primary analysis model for this evaluation is pre-specified (as dicussed above), it
is helpful to contextualise this model by building it up from the simplest way of estimating the
treatment effect in this context, which is simply to compare the treatment and control group
means. The coefficient on the treatment variable in M0 recovers exactly this and tells us that
the unconditional mean Attainment 8 score of pupils in the treatment group is 1.4 points (an
effect size of 0.08) higher than is the case for pupils in the control group.

However, as pupils are nested within schools as part of this evaluation, we add school-level
random effects to the model (M1) which may help to improve the efficiency of our estimates
by controlling for unobserved school-level differences in pupils’ performance, while making
some some additional assumptions about the distribution of these unobserved random effects.
Conditional on these school-level effects, our estimate of the treatment effect increases to 2.0
points (an effect size of 0.11).

Next, we add a measure of pupils’ prior attainment at age 11 to the model (M2). Although
we showed in Table 1 that there are only small differences in prior attainment between the
treatment group, as would be expected given random allocation, including this characteristic
in the model helps to improve the precision of our treatment estimate by effectively comparing
differences in performance between the treatment and control groups among those with the
same level of prior performance. This increased precision is evident from the increased t-
statistic on our treatment estimate resulting from this model change. This is despite a slight
reduction in the estimated effect to 1.8 points (an effect size of 0.10).

Finally, we add dummy variables to capture the importance of the school-level blocking that
fed into randomisation. It is important to include design features such as this in the analysis
model (Rubin, 2008), in particular reflecting the reduced statistical degrees of freedom inherent
in using this method of stratified randomisation. However, in our case the inclusion of the
blocking variables is also likely to increase the precision of our estimate (as with inclusion
of prior attainment) because the blocks were based on stratification by school-average prior
attainment and proportion of pupils from low income families, both of which are associated
with differences in our outcome of interest.

Having done this, we arrive at our primary estimate of the change in performance associated
with a school being allocated to the treatment group in this trial. Pupils in schools allocated to
the treatment group have, on average, 1.7 higher Attainment 8 points than pupils in schools
allocated to the control group. This translates to a Cohen’s d effect size of 0.09 and is roughly
equivalent to an improvement of almost two grades across a pupil’s best eight subjects. We
acknowledge that this effect is not statistically significant at the conventional 5% level, although
it is significant at the less-demanding 10% level. That said, this trial was designed to have
the statistical power to detect an effect size of 0.20, rather than the 0.09 that we ultimately
estimate. This was largely for reasons of cost and practicality, since the trial already involved
the systematic delivery of the programme to 140 schools across England.

5.3 Additional analysis and heterogeneity

We explore these findings further in three main ways. First, through consideration of secondary
outcome measures. Second, through consideration of differential impacts for sub-groups. Fi-
nally, by estimating the effect of school compliance with the intervention.

[Table 3 about here.]

We begin with secondary outcome measures. Alongside the effect on pupils’ best 8 GCSEs,
we specifically look for an impact on performance in English and mathematics. The estimated
effects for both of these are considerably smaller than the effects we estimate for pupils’ per-
formance in general.
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Based on this, we carried out further exploratory analysis of pupils’ performance on other com-
ponents of the EBacc: Science, Humanities and Languages. Unlike English and mathematics,
these subjects are not compulsory and, as such, we first checked if there was evidence of
systematic differences in completing these qualifications. We find no evidence of differences in
the proportion of pupils taking these subjects between the treatment and control groups. This
is unsurprising, given that the intervention would not have started until after pupils’ subject
choices had already been made. However, this provides some reassurance that differences
in the composition of those studying such subjects are unlikely to affect our findings. Turning
to the impact estimates themselves, we find larger effects for languages than those evident in
English and maths, suggesting that the overall performance improvements were particularly
driven by changes in these subjects.

[Table 4 about here.]

[Table 5 about here.]

Next, we consider differential impacts among specific sub-groups. Two of these are pupil-level
sub-groups (reported in Table 4), while a further two are defined at the school-level (reported in
Table 5). As noted above, the school-level sub-groups were not pre-specified in the evaluation
protocol, however, the analysis of non-TEEP schools was specified in the statistical analysis
plan, based on the finding in the process evaluation that previous or current involvement in
TEEP strongly influenced delivery and experiences of delivery.

Among pupil-level effects, we first estimate the effect among the sample identified as eligible
for ‘free school meals’, which is an imperfect but commonly available administrative proxy for
living in a low income household. For EFA to be likely to reduce educational inequality asso-
ciated with family background, we would need to see a larger effect of the intervention on this
group.

Unfortunately, our estimated effect of the intervention for this sub-group is smaller than that for
the sample as a whole, being closer to an effect of one improved grade among an individual’s
best eight (an effect size of 0.07, compared to 0.09 for the sample as a whole). It should be
noted that the effects for this sub-group is not statistically significantly different from that for the
rest of the sample, however this certainly does not provide evidence of greater effectiveness
for this disadvantaged group.

We also stratify our sample by prior attainment into three approximately equally sized groups
we refer to as ‘low’, ‘medium’ and ‘high’ attainment6 to explore the potential for differential ef-
fects depending on pupils’ prior performance. As with our analysis by FSM-eligibility, larger
effects among those with initially low attainment than among those with initially high attain-
ment are suggestive that the intervention helps to narrow educational inequality, and vice
versa.

Our analysis shows stronger support for this former possibility, with a considerably larger effect
size evident among the ‘low’ prior attainers, and the smallest effect size among those with
‘higher’ prior attainment. As with the FSM sub-group analysis, it is not possible to say that
the effects among these different sub-groups are statistically significantly different from one
another.

We turn next two to school-level sub-groups. First, we again stratify on the basis of prior
attainment, but this time on the basis of school-level averages in prior attainment. Perhaps
surprisingly, given our findings stratified by pupil-level prior attainment, we find evidence that
schools with low attainment intakes see, if anything, negative effects from engaging in the

6As stratification for randomisation was done at the school level it is not the case that these groups are quite the
same size between the treatment and control groups. We do not expect this substantively to affect our estimates.
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programme, while schools with high attainment intakes achieve substantial positive effects.
Taken together with our pupil-level prior attainment sub-groups, this suggests the largest effects
are likely to be for low attainment pupils in high performing schools. Exploratory analysis of
the treatment effects among pupils with different levels of prior attainment in high average prior
attainment schools supports this suggestion.

Finally, we restrict our analysis to those who were not already participating in the Teacher Effec-
tiveness Enhancement Programme (TEEP) at the start of the trial. TEEP and EFA are built on
similar collaborative learning principles based on interactive workshops, and the process eval-
uation found that already using TEEP often changed how Lead Teachers implemented EFA,
thus diluting EFA’s potential impact. Once we exclude those who were already participating in
TEEP, we find a larger effect size of 0.11.

[Table 6 about here.]

We turn finally to analysis of effects among those who complied most fully with the programme.
The results are reported in Table 6, with the first column reporting the primary analysis Inten-
tion to Treat estimate as a point of comparison. The next two columns focus on the ‘minimal
compliance’, reporting the First Stage estimates on the left and the IV treatment estimate on
the right. The first stage demonstrates that treatment status is a strong instrument for this
measure of compliance. In the IV model itself, minimal compliance is only found to have a
slightly larger effect (d=0.11) than in the ITT analysis, which is understandable given the 82%
compliance rate based on this measure.

The final two columns focus on schools that achieve ‘maximal compliance’, reporting First
Stage estimates on the left and the IV treatment estimate on the right. Again, we see evidence
that the treatment allocation is a strong instrument for this level of compliance (albeit not as
strong as for ‘minimal compliance’). Schools found to have achieved high levels of compliance
are estimated to achieve substantially larger treatment effects (d=0.22) compared to the inten-
tion to treat analysis. However, we should sound a note of caution about this finding because,
although this finding is large, there is a substantial reduction in statistical power because we
are focusing on the local average treatment effect; as such, this finding is not statistically sig-
nificantly different from the ITT estimate or from zero, even at the less demanding 10% level of
significance.

5.4 Process evaluation

The implementation and process evaluation found that the TLC workshop format was often
seen as the key element of the EFA programme. While the exact TLC structure varied by
school, participants found that the interactive TLC sessions provided a useful forum for effective
sharing and reflection of teaching and learning, leading to improved practices by allowing for
valuable dialogue and encouraging experimentation with formative assessment techniques.
This led some lead and headteachers to report that the EFA programme had had a positive
impact on the school culture, by increasing dialogue between teachers including outside TLC
sessions.

The data show that teachers also valued the formative assessment content itself, and found it
useful to have a toolbox of different techniques. The formative assessment techniques were
generally not seen as revolutionary or ground-breaking, but the monthly TLC sessions and
the sustained two-year focus on formative assessment helped refocus staff attention on ap-
plying and embedding already-existing good formative assessment practices. As such, the
formative assessment content and TLC process was seen to go hand-in-hand. The fact that
the programme focused on already-existing formative assessment practices also meant that
it was not considered to be an onerous exercise that placed undue additional pressures on
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teachers.

The process evaluation identified that teachers thought the real benefits of the programme
would be seen in the longer-term. They noted it was a longer process to embed the forma-
tive assessment principles into practice, and especially for this to change pupils’ approaches
to learning and feed into attainment. Teachers, however, reported a number of perceived
improvements in non-cognitive outcomes such as behaviour, concentration, confidence and
communication. Some teachers reported that younger pupils were more receptive to the tech-
niques, partly because they were less exam-minded. Taken together, these factors may mean
that our results, with an older cohort immediately following the two-year intervention, show a
minimum effect, and that future studies should explore the effect a number of years after the
exposure to the intervention.

6 Discussion

In this paper we have provided high-quality new evidence on the effect of the Embedding For-
mative Assessment (EFA) intervention, a largely self-administered approach to improving the
use of formative assessment in schools. Our findings are from a large scale cluster randomised
controlled trial and approach we followed throughout was carefully chosen to minimise the po-
tential for bias in the treatment effect, including conducting primary analysis on an ‘intention
to treat’ basis, pre-registration of planned analyses to avoid ‘p-hacking’, and use of adminis-
trative outcome data to minimise the potential for selective attrition. Furthermore, the primary
outcome chosen is pupils’ performance in England’s national, high-stakes, externally assessed
examinations at age 16. As such, we believe our approach provides the best available evidence
from a single study on the effectiveness of this approach to improving pupil attainment.

Our results are encouraging for this approach to improving the implementation of formative
assessment and, hence, academic attainment, in English secondary schools. In our pre-
registered primary analysis, we estimate an effect size of 0.09. We follow Kraft (2020) in view-
ing this as a medium-sized effect, particularly given the context of this as a low-cost, scaleable,
programme analysing the causal effect in a broad sample on a non-proximal outcome, with
analysis carried out on an intention to treat basis.

After excluding schools who were found to previously or currently be involved in a similar pro-
gramme (the ‘TEEP’ programme), we estimate a larger effect size of 0.11. We acknowledge
that this latter analysis was only pre-registered in the project’s statistical analysis plan, which
was published a few months before analysis but – importantly – still before availability of out-
comes data, rather than the evaluation protocol agreed at the design phase. Nevertheless, this
sub-group analysis excluding schools already participating in TEEP together with our complier
analyses, both suggest that effects may be strongest in the schools whose practice changed
the most as a result of implementing Embedding Formative Assessment. We take this as indi-
cating the robustness of our findings, since a clear relationship between dose and response is
typically seen as adding weight to the causal interpretation of findings.

The implementation and process evaluation adds further robustness to these findings. It found
that schools and teachers valued the programme. In particular, the monthly TLC sessions
facilitated valuable dialogue between staff, and the sustained two-year focus on formative as-
sessment helped refocus staff attention on applying and embedding already-existing good for-
mative assessment practices. In addition, these interviews with teachers suggested that they
found younger pupils to be more receptive to the intervention than their older and more exam-
focused peers, which implies the potential for larger effects in later cohorts than those that we
were able to analyse as part of this study.

Our pre-registered pupil-level sub-group analyses are not especially encouraging for the possi-

19



bility that implementation of EFA will help to particularly improve the performance of those from
low income backgrounds (as captured by the administrative eligibility for free school meals in-
dicator). However analysis of treatment effect stratified by pupil-level prior attainment does
suggest that effects are stronger among those with lower levels of prior attainment, although
the difference in treatment effect estimates between our prior attainment sub-groups are not
statistically significantly different from one another. Interestingly, this findings flips if we stratify
instead by school-level average prior attainment with larger effects among schools with those
higher average test scores on intake: we suspect that it may be easier for schools with such
intakes to implement programmes such as EFA, perhaps also reflecting higher prior attainment
intakes being correlated with higher average SES intakes.

We did not find much evidence of an effect of the intervention specifically on pupils’ perfor-
mance in English or mathematics. This implies that it is performance in other subjects that
improves. We provide some exploratory evidence on this by looking at the effects on perfor-
mance in science, humanities and languages, finding larger effects in languages, particularly.
However, we are unable to comment on why this might be; further research specifically de-
signed to test areas of the curriculum in which formative assessment has more substantial
differences would help to explain our findings.

The sample in this study is reasonably representative of the population of state-funded English
secondary schools, at least in terms of observable characteristics. That said, we should always
remain somewhat cautious about the extent to which a wider roll out of the EFA programme
would achieve effects of the magnitude we have observed in this research, although schools
choosing to implement EFA in future are likely to be motivated to do so by many of the same
factors that led to schools choosing to join our trial, so may be more like the study sample than
a random sample of English schools. Nevertheless, we advocate the continued evaluation of
EFA in different contexts to continue to build the evidence on the conditions required for it to
make the biggest differences to pupil performance.
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Table 2: Primary outcome analysis

M0 M1 M2 M3
Treated 1.477 2.054 1.881 1.658

(1.12) (1.37) (1.41) (1.76)∗

Prior attainment 0.897 0.893
(17.20)∗∗∗ (17.03)∗∗∗

Blocks No No No Yes
Cohen’s d 0.08 0.11 0.10 0.09
95% -0.06 -0.05 -0.04 -0.01
CI 0.21 0.26 0.24 0.18
R2 0.00 0.00 0.16 0.23
R2

w 0.00 0.14 0.14
R2

b 0.01 0.27 0.61
ρ 0.21 0.18 0.11
Ni 25,393 25,393 25,393 25,393
Nj 140 140 140

Notes. All models have GCSE Atainment 8 score as their dependent variable. M0 is an Ordinary Least Squares
model, M1-M3 are hierarchical linear models incorporating school level random effects. Some or all of the following
notes also apply to Tables 3, 4, 5, and 6: t statistics (calculated taking into account school-level clustering) in
parentheses; stars indicate statistical significance as follows: * p < 0.10, ** p < 0.05, ***. p < 0.01. Prior
attainment variable is average performance across English, mathematics and science in UK’s Key Stage 2 (age
11) SATs national tests. Blocks indicates a vector of school-level stratification dummy variables used in the process
of randomisation. Cohen’s d effect size followed lower and upper 95% confidence intervals. R2 reports overall
variance explained by model; R2

w reports within school variance explained by model; R2
b reports between school

variance explained by model. ρ reports intra-cluster correlation conditional on model covariates. Ni reports number
of pupils in model; Nj reports number of schools in model.
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Table 3: Secondary outcome results

Attainment 8 English Maths Science Humanities Languages
Treated 1.658 0.0831 0.0985 0.114 0.182 0.248

(1.76)∗ (0.97) (1.01) (1.04) (1.56) (1.81)∗

Prior attainment 0.893 0.0835 0.0927 0.0937 0.0910 -0.0126
(17.03)∗∗∗ (18.34)∗∗∗ (15.51)∗∗∗ (16.34)∗∗∗ (14.11)∗∗∗ (-2.37)∗∗

Blocks Yes Yes Yes Yes Yes Yes
Cohen’s d 0.09 0.05 0.05 0.05 0.07 0.09
95% -0.01 -0.05 -0.05 -0.05 -0.02 -0.01
CI 0.18 0.14 0.14 0.15 0.15 0.18
R2 0.23 0.20 0.19 0.22 0.19 0.05
R2

w 0.14 0.12 0.13 0.13 0.10 0.00
R2

b 0.61 0.54 0.54 0.59 0.58 0.24
ρ 0.11 0.10 0.10 0.12 0.12 0.15
Ni 25,393 24,538 24,515 24,689 19,657 12,497
Nj 140 140 140 140 140 140

Notes. Outcome measures indicated at top of table are as follows: “Attainment 8” is pupils’ GCSE Attainment
8 score, calculated from the best 8 nationally recognised high-stakes examinations taken at age 16. “English”
is specifically numerical grade on the GCSE English high-stakes examinations. “Maths” is specifically numerical
grade on the GCSE mathematics high-stakes examination. “Science”, “Humanities” and “Languages” are three
components of the EBacc set of subjects. All models are hierarchical linear models incorporating school level
random effects. See notes to Table 2 for further details on reporting.
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Table 4: Sub-group analysis results - Pupil-level sub-groups

Full FSM Low Attain. Med. Attain. High Attain.
Treated 1.658 1.309 1.532 1.243 0.256

(1.76)∗ (1.32) (1.47) (1.83)∗ (0.38)
Prior attainment 0.893 1.029 -0.213 3.485 4.993

(17.03)∗∗∗ (17.00)∗∗∗ (-6.30)∗∗∗ (26.65)∗∗∗ (39.27)∗∗∗

Blocks Yes Yes Yes Yes Yes
Cohen’s d 0.09 0.07 0.08 0.07 0.01
95% -0.01 -0.03 -0.03 -0.00 -0.06
CI 0.18 0.17 0.19 0.13 0.08
R2 0.23 0.19 0.06 0.11 0.26
R2

w 0.14 0.15 0.01 0.07 0.19
R2

b 0.61 0.53 0.53 0.51 0.55
ρ 0.11 0.12 0.09 0.08 0.10
Ni 25,393 7,470 8,471 8,470 8,452
Nj 140 140 139 139 140

Notes. All models have GCSE Atainment 8 score as their dependent variable. Sub-groups indicated at top of table
are as follows: “Full” is the full analysis sample (replication of M3 in Table 2; “FSM” is the sub-sample of pupils
who have ever been eligible for Free School Meals, an administrative indicator of low income; “Low/Med./High
Attain.” are the bottom, middle and top tertiles of pupil-level prior attainment defined using Key Stage 2 (age 11)
test performance; “Non-TEEP” are schools not identified as participating in a related programme also offered by
the developers: the Teacher Effectiveness Enhancement Programme. See notes to Table 2 for further details on
reporting.
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Table 5: Sub-group analysis results - School-level sub-groups

Full Low Attain. Med. Attain. High Attain. Non-TEEP
Treated 1.658 -0.379 0.995 4.457 2.135

(1.76)∗ (-0.29) (0.93) (1.94)∗ (2.09)∗∗

Prior attainment 0.893 0.802 1.102 0.753 0.896
(17.03)∗∗∗ (8.68)∗∗∗ (13.05)∗∗∗ (8.67)∗∗∗ (16.28)∗∗∗

Blocks Yes Yes Yes Yes Yes
Cohen’s d 0.09 -0.02 0.05 0.23 0.11
95% -0.01 -0.16 -0.06 -0.00 0.01
CI 0.18 0.12 0.16 0.47 0.22
R2 0.23 0.12 0.19 0.17 0.23
R2

w 0.14 0.12 0.19 0.11 0.14
R2

b 0.61 0.12 0.31 0.38 0.62
ρ 0.11 0.06 0.05 0.19 0.12
Ni 25,393 7,437 9,757 8,199 22,709
Nj 140 47 48 45 125

Notes. All models have GCSE Atainment 8 score as their dependent variable. Sub-groups indicated at top of table
are as follows: “Full” is the full analysis sample (replication of M3 in Table 2; “FSM” is the sub-sample of pupils
who have ever been eligible for Free School Meals, an administrative indicator of low income; “Sch. Low/Med./High
Attain.” are the bottom, middle and top tertiles of school-level average prior attainment defined using Key Stage
4 (age 16) test performance; “Non-TEEP” are schools not identified as participating in a related programme also
offered by the developers: the Teacher Effectiveness Enhancement Programme. See notes to Table 2 for further
details on reporting.
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Table 6: Complier analysis results

ITT First Stage IV First Stage IV
Treated 1.658 0.636 0.329

(1.76)∗ (10.93)∗∗∗ (5.65)∗∗∗

Prior attainment 0.893 -0.00163 0.892 0.000237 0.887
(17.03)∗∗∗ (-2.02)∗∗ (15.51)∗∗∗ (0.29) (14.95)∗∗∗

Minimal Compliance measure 2.165
(1.66)∗

Maximal Compliance measure 4.186
(1.61)

Blocks Yes Yes Yes Yes Yes
Cohen’s d 0.09 0.11 0.22
95% -0.01 -0.02 -0.05
CI 0.18 0.25 0.49
Ni 25,393 25,393 25,393 25,393 25,393

Notes. Models are as follows: ‘ITT’ is the full analysis sample (replication of M3 in Table 2; “Minimal Compliance”
reports first stage and structural models for a two stage least squares estimation where treatment status instruments
the binary minimal compliance measure (discussed in Section 2); “Maximal Compliance” reports first stage and
structural models for a two stage least squares estimation where treatment status instruments the binary maximal
compliance measure (discussed in Section 2). ITT and all structural models have GCSE Atainment 8 score as their
dependent variable. See notes to Table 2 for further details on reporting.
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Figure 1: Histogram of GCSE Attainment 8 score
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Notes. Overlapping histograms of GCSE Attainment 8 score for treatment and control groups.
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Figure 2: CONSORT diagram
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(N=1) 

Lost to follow-up (N=0) 
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